Optimum of fractional order fuzzy logic controller with several evolutionary optimization algorithms for inverted pendulum
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ABSTRACT

This paper compared the performance between Integer Order Fuzzy PID (IOFPID) and Fractional Order Fuzzy PID (FOFPID) controllers for inverted pendulum system as a controlling plant. The parameters of each controller were tuned with four evolutionary optimization algorithms (Social Spider Optimization (SSO), Swarm Optimization (PSO), Genetic Algorithm (GA), and Particle Ant Colony Optimization (ACO)). The comparisons were carried out between the two controllers IOFPID and FOPPID, as well as among the four optimization algorithms for the two controllers. The results of comparisons proved that the FOPPID controller with SSO has achieved the best time response characteristics and the least tuning time.
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1. INTRODUCTION

The inverted pendulum system on cart is an outstanding test benchmark for many difficult control seeking issues, as well as a suitable instrument for verifying the capacity of controllers in the control researching field. The inverted pendulum system is a single I/P multi O/P s¹ (SIMO) method with a single I/P (force exerted on the cart) and two O/Ps² (The angle of inverted pendulum and the car position).

The inverted pendulum system is widely employed in a variety of applications, including rocket launch and missile guidance. The two-wheel scooter (Segway) is a commercial use of the inverted pendulum model. Humanoid robots that walk upright are another implementation of the inverted pendulum concept [1]. In attempt to linearize the system, some academics neglect friction on the mathematical model for an inverted pendulum system [2–4], however, this is not a legal approximation since the cart and the pole of pendulum physically come into touch with each other. Using Lagrange equations to explain the equations of motion, the researchers of [5, 6] gave explicit stages in mathematical modeling to the system. Inverted pendulum control methods and design strategies include the Integer Order Proportional Integral Derivative (IOPID) controller [7], Fuzzy logic controller (FLC) [8–10], and Fractional Order PID (FOPID) controller [11]. The fuzzy controllers were
integrated with FOPID in [12–14] to produce fuzzy like FOPID controllers. The fine tuning of controller settings is essential, as the controller type might have an impact on the system’s stability. As a result, selecting the best settings is also the goal. Parameter tuning can be done in a variety of ways. The first way, as described in [15], is trial and error. This method takes a significant amount of effort and time. Podlubny released a research article [16] that connects control theory with fractional calculus. Many evolutionary optimization techniques, such as Social Spider Optimization (SSO), Particle Swarm Optimization (PSO); Ant Colony Optimization (ACO); and Genetic Algorithm (GA); are commonly employed (GA). Despite its advantages over other artificial intelligence algorithms, as demonstrated by the results of this research, the SSO is rarely employed to determine parameters with inverted pendulum controllers. This research compares Type-1 Fuzzy Logic Controllers (T1FLC) such as IOPID and Fractional Order Type-1 Fuzzy Logic Controllers (FOT1FLC) such as FOPID, as well as modifying their settings using four evolutionary optimization strategies (GA, PSO, ACO, SSO).

The contributions of this research paper are:

- The fuzzy logic controller has been mixed with fractional order PID controller for governing and controlling the inverted pendulum system on cart.
- Determine the best evolutionary optimization algorithm from the four algorithms (GA, PSO, ACO, and SSO) that were used for tuning and optimising the parameters of FOT1FLC.

This study topic may be easily modified and utilized in a variety of technical fields. The following is how the rest of the article is arranged after the introduction:

Sections 2 presents the mathematical model of inverted pendulum system, section 3 conducts mathematical basis of fractional order calculus, section 4 presents a brief explanation of a fuzzy logic controller, section 5 discusses the suggested optimization techniques, section 6 presents the design of FOPID controller, section 7 demonstrates the experimental and numerical results, and section 8 highlights the main concluded points based on results.

## 2. MATHEMATICAL MODEL

The Inverted Pendulum system’s mathematical model will be re-derived here using the second kind of Lagrange motion equations. For complex systems, Lagrange equations are the most widely used mechanical and analytical approach for determining the system equation of motion. Figure 1 and Table 1, [17–19], demonstrate the Inverted Pendulum on a cart (Table 2).

The parameters of mathematical model for inverted pendulum system on cart are presented in Table 1 and shown in Fig. 3. The values of the parameters represented the physical values of digital pendulum control instrument experiments system 33-936S, which were used in real time implementation of research.

### Table 1. Pendulum system physical parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cart mass</td>
<td>$M$</td>
<td>2.4</td>
<td>Kg</td>
</tr>
<tr>
<td>Length of pendulum</td>
<td>$l$</td>
<td>0.36</td>
<td>m</td>
</tr>
<tr>
<td>Pendulum mass</td>
<td>$m$</td>
<td>0.23</td>
<td>Kg</td>
</tr>
<tr>
<td>Friction coefficient of pendulum</td>
<td>$b_2$</td>
<td>0.005</td>
<td>Nm$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>Friction coefficient of cart</td>
<td>$b_1$</td>
<td>0.05</td>
<td>Nm$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>Gravitation force</td>
<td>$g$</td>
<td>9.81</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>Moment of inertia (Pendulum mass)</td>
<td>$I$</td>
<td>0.099</td>
<td>Kg m$^2$</td>
</tr>
<tr>
<td>Force applied on the cart</td>
<td>$F$</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>Cart Position</td>
<td>$X$</td>
<td>-</td>
<td>m</td>
</tr>
<tr>
<td>Angle of inverted Pendulum system</td>
<td>$\theta$</td>
<td>-</td>
<td>rad</td>
</tr>
</tbody>
</table>

### Table 2. PID options are special case of FOPID

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\mu$</th>
<th>Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>P</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>PI</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>PD</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>PID</td>
</tr>
</tbody>
</table>

In this study, Lagrangian method is used to develop the dynamic model of the system [20–22]. The kinetic energy law is

$$ (KE) = \frac{1}{2} MV^2 $$

$X = \text{Position of cart.}$

Position derivation $X$ by time is. $\dot{X}X = \text{cart velocity.}$

An inverted pendulum’s kinetic energy is proportional to the passage of time.

$$ E_{KV} = \frac{1}{2} M \dot{X}^2 $$

$X_K = \text{The pendulum’s horizontal position coordinate.}$

$Y_K = \text{The pendulum’s vertical position coordinates.}$

$$ X_K = X + l \sin \theta $$

$$ Y_K = l \cos \theta \sin \theta $$

Derivation of positions $(X_K, Y_K)$ by time is velocities $(V_{XK}, V_{KY})$.
\[ V_{\text{KX}} = X + l \cos \theta \]  
\[ V_{\text{KY}} = -l \theta \sin \theta \]  

The velocity square for pendulum well be
\[ |V_K^2| = V_{\text{KX}}^2 + V_{\text{KY}}^2 \sin \theta \]
\[ = X^2 + 2lX \theta \cos(\theta) + l^2 \theta^2 (\cos(\theta))^2 + l^2 \theta^2 (\sin(\theta))^2 \]
\[ = X^2 + 2lX \theta \cos(\theta) + l^2 \theta^2 \]

Since the kinetic energy of pendulum is
\[ E_{\text{KK}} = \frac{1}{2} mV^2 \]
\[ E_{\text{KK}} = \frac{1}{2} mX^2 \]

\[ \sin \theta \cdot \sin \theta = \sin 2\theta \]

\[ E_K = \frac{1}{2} \left( X + l \right)^2 + \frac{1}{2} \theta^2 \]

\[ E_K = \frac{1}{2} (M + m) X^2 + \frac{1}{2} (I + ml^2) \theta^2 + mlX \sin \theta \]

Equation of Lagrange for the velocity of the cart (X) and the angle of the pendulum \( \theta \) that describe the system motion of inverted pendulum are
\[ \frac{d}{dt} \left( \frac{\partial E_K}{\partial \dot{X}} \right) - \frac{\partial E_K}{\partial X} = Q_X \quad (11) \]
\[ \frac{d}{dt} \left( \frac{\partial E_K}{\partial \dot{\theta}} \right) - \frac{\partial E_K}{\partial \theta} = Q_\theta \quad (12) \]

The terms of above equations must calculate as follows
\[ \frac{\partial E_K}{\partial X} = (M + m) \dot{X} + ml \dot{\theta} \cos \theta \quad (13) \]
\[ \frac{d}{dt} \left( \frac{\partial E_K}{\partial \dot{X}} \right) = \frac{d}{dt} \left( (M + m) X + ml \dot{\theta} \cos \theta \right) \]
\[ = (M + m) \dot{X} + ml \frac{d}{dt} (\cos \theta) \]
\[ = (M + m) \dot{X} + ml \dot{\theta} \cos(\theta) - ml \dot{\theta} \sin(\theta) \quad (14) \]
\[ \frac{\partial E_K}{\partial \dot{X}} = 0 \quad (15) \]

\[ Q_X = F - b_1 \dot{X} \quad (16) \]

Then the first Lagrange equations becomes
\[ \left[ (M + m) \ddot{X} + ml \dot{\theta} \cos(\theta) - ml \dot{\theta} \sin(\theta) \right] - 0 = [F - b_1 \dot{X}] \quad (17) \]

\[ (M + m) \ddot{X} + ml \dot{\theta} \cos(\theta) - ml \dot{\theta} \sin(\theta) = F + b_1 X = 0 \quad (18) \]

And 2nd equation calculated in same way
\[ \frac{d}{dt} \left( \frac{\partial E_K}{\partial \dot{\theta}} \right) = \frac{d}{dt} [I + \dot{\theta} \cdot \dot{\theta}] \quad (20) \]
\[ = (I + ml^2) \ddot{\theta} + ml \cos \theta \ddot{X} - ml \dot{\theta} \sin \theta \]
\[ \frac{d}{dt} \left( \frac{\partial E_K}{\partial \dot{\theta}} \right) = -ml \dot{\theta} \sin \theta \quad (21) \]
\[ Q_\theta = -ml \dot{\theta} \sin \theta - b_2 \dot{\theta} \quad (22) \]

Then the second Lagrange equations becomes
\[ \left[ (I + ml^2) \ddot{\theta} + ml \cos \theta \ddot{X} - ml \dot{\theta} \sin \theta \right] - [I \dot{\theta} \ddot{X} \sin \theta] \]
\[ = [I \dot{\theta} \ddot{X} - I \dot{\theta} \sin \theta] \quad (23) \]
\[ (I + ml^2) \ddot{\theta} + ml \cos \theta \ddot{X} + ml \dot{\theta} \sin \theta + b_2 \dot{\theta} = F + b_1 X = 0 \quad (24) \]
\[ \ddot{\theta} = \frac{ml \cos \theta \ddot{X} + ml \sin \theta}{I + ml^2} \quad (25) \]

3. FRACTIONAL ORDER CALCULUS

Fractional Order (FO) differential and integral is a frequent branch of calculus in which the integer order of differential and integral is generalized to real. The FO calculus is an ideal technique to represent a real-time system with greater precision than the integer order [23]. The fractional order differentiator-integrator is represented by the continuous operator \( {_{a}D_{t}^{\alpha}} \) as defined by [24, 25].
\[
\alpha D_\alpha^\mu = \begin{cases} 
\frac{d^n}{dt^n} & \alpha > 0 \\
1 & \alpha = 0 \\
\int_0^t (dr)^\alpha & \alpha < 0
\end{cases}
\] (26)

Where: \(a\) is Upper limit, \(t\) is Lower limit, and \(\alpha\) is \(\alpha \in \mathbb{R}^+\).

There are multiple mathematical definitions for FO calculus. The following three well-established are common and include 1) The definition of the Grunwald Letnikovi (G-L), 2) The definition Riemann Liouville (R-L), and 3) The Caputo (C) [26] as follows:

1. (G-L). \[\alpha D_\alpha^\mu f(t) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{i=0}^{\infty} (-1)^i \binom{\alpha}{i} f(t - ih)\] (27)
2. (R-L). \[\alpha D_\alpha^\mu f(t) = \frac{1}{\Gamma(\mu - \alpha)} \int_0^t (t - \tau)^{\mu - \alpha - 1} f(\tau) d\tau\] (28)
3. (C). \[\alpha D_\alpha^\mu f(t) = \frac{1}{\Gamma(\mu - \alpha)} \int_0^t (t - \tau)^{\mu - \alpha - 1} f(\tau) d\tau\] (29)

Where:

\(f(t)\) is Applied function, \(a\) is FO, \(aeR^+\), \(m\) is Integer part of \(a, m-1 < a < m, m \in N, t\) is Lower limit, \(a\) is Upper limit.

\((\ast)\) : Euler’s Gamma function such that: 
\((z) = \int_0^\infty e^{-t} t^{z-1} dt\), for each \(z \in \mathbb{R}, \binom{\alpha}{r} = \frac{(\alpha + 1) \cdots (\alpha + r - 1)}{r!}\).

In most applications, these definitions are the same (equivalent), but there are exceptions where there is a need to introduce some variability. For example, R-L is used in calculus, Caputo is employed in numerical integrations and physics, while G-L works perfectly in communications and control engineering field.

3.1. Fractional order controller

The FOPID controller is an expansion of the IOPID controller. The IOPID is a “three term controller” and the FOPID or (PI\(^D^\mu\)) is a “five term controller”, because it includes an Integral of order (\(i\)) and Derivative of order (\(\mu\)) [28]. The block diagram of FOPID controller is shown in Fig. 2.

The differential equation which describes the FOPID controller in time domain is given by:

\[U(t) = K_P e(t) + K_I D^\mu e(t) + K_D D^\mu e(t)\] (30)

The transfer function of FOPID in S-domain (Laplace) is:

\[G_C(s) = \frac{\frac{1}{s^\mu}}{\frac{1}{s} + K_P + K_I s^\mu + K_D s^\mu}, (\lambda, \mu > 0)\]

Where: \(G_C(s)\) is the controller transfer function, \(E(s)\) is error, \(\lambda, \mu\) is the FO of \(s, \lambda, \mu \in [0, 1]\), \(U(s)\) is the controller output. An IOPID controller is appeared into four points (P, PI, PD, PID), whereas FOPID controller is extended to a plane, so the classical PID is a special case of FOPID (PI\(^D^\mu\)) controller, as shown in Table 2 and Fig. 5.

4. FUZZY LOGIC CONTROLLER

Fuzzy logic controllers are a class of fuzzy logic-based control systems. A fuzzy logic is a mathematical idea that the computer uses to deal with (truth degrees) rather than Boolean logic (true logic and false logic) or (1 and 0). In recent years, the use of fuzzy logic controller (FLC) having Control engineering was the most popular application.

![Fig. 2. Block diagram of FOPID controller [28]](image)

![Fig. 3. Expansion of FOPID from four points to plan [24, 25]](image)
The FLC is used instead of conventional controllers, like PID controller, to combine the benefits of classical controllers with the human intelligence. The first feature of a fuzzy logic controller is that it can be implemented to nonlinear models where the mathematical equations model is very hard to be derived. The second feature is that the fuzzy controller can be used to apply heuristic rules that contain the experiences of the human operators of system. The block diagram shown in Fig. 4 represent the structure of a FLS is.

The controller has two input and single output using Mamdani fuzzy set system type. The 2 I/P s’ are the error and the change-of-error for pendulum angle (e, \dot{e}) and single output [29] represents the voltage of DC motor (V) as shown in Fig. 5.

5. EVOLUTIONARY ALGORITHMS FOR OPTIMIZATION

Choosing the appropriate (optimal value) settings for the any system controller is a difficult process. The outcomes can occasionally be poor, not because the controller is poorly constructed, but because the parameter values were not carefully chosen. Researchers on the subject of evolutionary algorithms studied the behavior of natural organisms and observed how they use intelligent mechanisms, especially their social behavior, such as flocks of birds or colonies of ants or bees. This research presents four types of evolutionary optimization algorithms. The first one is the Genetic Algorithm GA, the second is the Particle Swarm Optimization PCO, the third is the Ant Colony Optimization ACO and the fourth is the Social Spider Optimization SSO.

5.1. Genetic algorithm

The Genetic Algorithm (GA) takes its main lines from biological development laws [29]. The GA is a powerful evolutionary optimization approach that can optimize even the most complicated systems to carry out a genetic algorithm, the choice parameters’ codes set the principal solution outlined, either in binary form (0 and 1) or as a double string or ‘chromosome’. Non-evolutionary methods differ from GA [30]. GA is a probabilistic algorithm rather than a deterministic one (depends on chance or randomization). Furthermore, instead of acting on the solutions themselves, it operates on an abstraction of the solution set. In addition, rather than looking for a single answer, it explores a population of solutions. Finally, GA works with fitness functions that do not have derivatives. The following is the implementation of GA as shown in Fig. 6 [31].

1. Look for the first pop (population).
2. Locate the pop’s fitness feature.
3. Reproduce the pop. using the fittest parents from the last generation.
4. Using a random method, locate the place of crossing.
5. Determine whether a mutation happened and, if so, what the outcome was.
6. Repeat steps 2–6 with a fresh population until the logic requirement is satisfied.

5.2. Ant colony optimization

Ants’ food-finding behavior inspired the ant colony optimization (ACO) algorithm [32]. Scientists analyzed the ant colony’s complicated behavior and discovered that these behavioral patterns may be used to solve complex optimization issues. Designing evolutionary algorithms for optimization issues is shown by the ACO algorithm. Complex optimization issues have been solved using methods derived from the food-finding behavior of ant colonies.

5.2.1. Ant colony procedure. Ants release a chemical termed a pheromone on their travels between the colony and the food source [32]. Ants interact with each other by leaving pheromones on their paths. This pheromone is detectable by other ants, and it influences their path
choices. This indicates that the ants prefer to follow strong pheromone concentrations. The pheromones on the routes form "pheromone roadways," which show where good food supplies have already been discovered by other ants.

At all places along the route, the ACO utilizes adaptive pheromone adjustment, as may be seen in Fig. 7. These spots were chosen using a probabilistic approach. The ants are directed by a probability to choose the optimal course, which is referred to as a tour.

5.3. Particles swarm optimization

Particle Swarm Optimization (PSO) is an evolutionary stochastic optimization algorithm based on a population guided by the behavior of intelligent swarm behavior of some animals, such as bird flocks or fish schools [33–35]. Particle swarm optimization algorithm can be briefly explained as follows: It is a search operation by use of a swarm, such as that every single element in the swarm is called (a particle) and each particle may include the probable solution of the optimized case in the search space. PSO can keep the best global position of the swarm and that of its particle himself, and memorize the velocity also. In each iteration, the particle data is evaluated to adjust the velocity. Then that is used to calculate the new local position of the particle. Particle positions and velocities are changing constantly in the demanded search space until they reach the optimal state. A unique communication among the variant dimensions of the search space is provided by the objective functions. Experimental research showed that the PSO algorithm is a successful optimization tool [36–38].

The particles position is calculated as follows:

\[
x_{ij}^{t+1} = x_{ij}^{t} + v_{ij}^{t+1}
\]  

The particles velocity is updated as follows:

\[
v_{ij}^{t+1} = wv_{ij}^{t} + c_1r_1^{t} [p_{best,i}^{t} - x_{ij}^{t}] + c_2r_2^{t} [G_{best} - x_{ij}^{t}]
\]

Such that:
\[
v_{ij}^{t}: \text{ Particle position, } x_{ij}^{t}: \text{ Particle velocity, } p_{best,i}^{t}: \text{ Personal best position of particle, } G_{best}: \text{ Global best position of particle, } c_1, c_2: \text{ Cognitive and social parameters, } r_1^{t}, r_2^{t}: \text{ Random numbers between (0 and 1)}.
\]

Fig. 8 shows a flowchart of the PSO algorithm.

5.4. Social Spider Optimization (SSO)

The SSO is a cooperative features in the spider colony society-inspired evolutionary optimization approach. The space of components in the SSO is a spiders collection that act in concert to mimic the natural socializing for a colony of spider. Each member of the colony is produced by comparable behaviors and traits in the majority of evolutionary swarm algorithms, whereas SSO employs two different elements: female and male. As a result, the job is determined by gender. Every piece functions as a separate activity in the colony of spiders, simulating its natural behavior. Most
evolutionary algorithms have serious flaws, and this element separation improves them. As a result, the SSO has been refined and applied in a variety of technical domains. The method assumes that the components all behave like common spiders, and that each possible solution is a single spider \cite{39, 40}. SSO was created to solve non-linear problems with constraints, as seen in the equation below:

$$S = \{ s_{1}, s_{2}, \ldots, s_{Na} \}$$

In SSO, each one element takes a value of weight ($w_{e}$) for its fitness function, this weight is calculated by:

$$w_{e} = \frac{fit_{i} - Worst}{Best - Worst}$$

such that ($fit_{i}$) is a fitness function for ($i$-ith) element position, \{($i$ $\in$ (1, ..., $N$))\} Best is the best case of the fitness value of the entire space. Worst is the worst case of fitness for the entire population.

The social spider algorithm’s core strategy is to exchange transition information. This exchange is carried out via vibrations on the spider web. The vibration from a spider I that is perceived by a spider (j) will be emulated and modelled by:

$$V_{ij} = W_{e} \cdot e^{d_{ij}}$$

such that ($W_{e}$) is a weight of the spider, ($d_{ij}$) is the distance from the 1st spider ($i$) to the 2nd spider ($j$).

Each first element ($i$) understands (3) methods only for web vibration, ($V_{ij}$, $V_{i,jb}$, and $V_{i,jg}$), such that ($V_{i,n}$) represents a vibration that is performed by the closest to element $n$ by an upper weighting according to ($W_{n} - W_{i}$). ($V_{ij}$) is carried out by the closest to female element. It’s applicable if ($i$) spider represents the male element. And ($V_{i,jb}$) carried out by the best element in the space ($S$).

From a 1st stage ($k = 0$) through a set number of loops ($k = it$), SSO implements a population of elements space. All spiders are governed by a different group of evolutionary mechanisms depending on their gender. With female elements, the new location ($f_{i}^{k+1}$) is achieved by updating the position of the current element ($f_{i}^{k}$). The movement is accomplished with other spiders, and the updating procedure is controlled randomly by employing a probability factor (Pi). Furthermore, its vibrations are transmitted with the search space.

$$f_{i}^{k+1} = \begin{cases} \beta f_{i}^{k} + a \cdot V_{i,a} \cdot (s_{a} - f_{i}^{k}) + \beta \cdot V_{i,b} \cdot (s_{b} - f_{i}^{k}) + c \cdot \left( \frac{\text{rand} - 1}{2} \right) & \text{with probability(Pi)} \\ \beta f_{i}^{k} + a \cdot V_{i,a} \cdot (s_{a} - f_{i}^{k}) - \beta \cdot V_{i,c} \cdot (s_{c} - f_{i}^{k}) + c \cdot \left( \frac{\text{rand} - 1}{2} \right) & \text{with(1-Pi)probability} \end{cases}$$

(33)

Such that ($a$, $\beta$, $c$) and (rand) are values chosen at random way $\in [0, 1]$; ($k$) is the number of iteration, ($s_{a}$) and ($s_{b}$) are individual elements symbolizing the closest element with a weight higher than ($f_{i}^{k}$) and they are the best elements in the commune social spider respectively.

Also, the male element is categorized into two kinds: [dominant (D) and nondominant (ND)]. The male element whose fitness value is considered the best is the dominant for the overall male set and will integrate with the set. Following that, the (ND) set is constructed by the remainder of the male elements. With SSO technique, the (male) elements ($ms_{i}^{k}$) are offered with the following optimum equation:

\[ S = Fs \cup Mss \]

\[ S = \{ s_{s1}, s_{s2}, \ldots, s_{sNa} \} \]
The (mating operation) is employed between the dominant male spider \((m_d)\) and the female element in the specified domain \((r)\) in the social spider algorithm to generate a new spider \((s_{\text{new}})\). The probability of an impact on each element in \((s_{\text{new}})\) is determined by the weight of each element. The spider with the most weight has a higher chance of affecting the new spider \((s_{\text{new}})\). When a new element is created, it is compared to the rest of the population; if the new element is superior to the worst element in the population, the worst element is replaced with \((s_{\text{new}})\). Otherwise, it will be overlooked. Using a flow chart, Fig. 9 depicts the entire evolutionary process.

6. FOFPID CONTROLLER DESIGN

MATLAB (R2014a) Simulink used to design controller by a computer with CPU (Intel core i5), 2.53 GHz, 8 GB of RAM under Windowsi7 64 bit operating system. The design of FOFPID controller with the four algorithms (evolutionary optimization) SSO, PSO, GA, ACO as shown in Fig. 10.

As illustrated in Fig. 1, the number of membership functions (MF) for both the inputs and outputs is the same (7 MF) (Fig. 11).

The linguistic descriptions of membership functions are abbreviated as shown in Table 3 to keep it short but precise.

7. RESULTS AND DISCUSSIONS

7.1. Experimental InvPnd

Laboratory experiments were carried out on a digital pendulum system (Feedback Digital Pendulum 33-936) from Feedback Instruments Co., as shown in Fig. 12 [41, 42].

The cart runs in two opposite directions on a railway (1 m) and has two symmetrical pendulums attached to one axis allowing them to rotate together and free swing at 360°. The cart is connected to a DC motor located at the end of the rail by a toothed belt. The pulling force \((F)\) of the vehicle is controlled by the voltage control \((V)\) placed on the motor,
meaning that the force value is proportional to the value of the voltage. Sensors determine the location of vehicle (X) and the angle of the pendulum (θ) using an optical encoder [35,36]. Fig. 13 shows a control system scheme.

7.2. Type-1 fuzzy logic controller

T1FLC results using four evolutionary optimization algorithms, (GA, ACO, PSO, and SSO) and the comparison among them for parameters tuning are shown in Fig. 14.

The result show that clearly the T1FLC and SSO perform the best in regards of the peak value, peak time and oscillation.

7.3. Type-1 fuzzy logic controller with fractional order

The results of FOT1FLC employing four evolutionary techniques (GA, PSO, ACO, and SSO), as well as a comparison of the algorithms for parameter tuning, are displayed in Fig. 15. The results reveal that the FOT1FLC with SSO has the best peak time, peak value, and settling time features.

7.4. Comparison between T1FLC & FOT1FLC

Figure 16 below is comparing between T1FLC and FOT1FLC with the SS EO algorithm. The time response

Table 3. Abbreviation for linguistics description

<table>
<thead>
<tr>
<th>Item</th>
<th>Linguistics description</th>
<th>Linguistics abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Negative-Big</td>
<td>N-B</td>
</tr>
<tr>
<td>2</td>
<td>Negative-Medium</td>
<td>N-M</td>
</tr>
<tr>
<td>3</td>
<td>Negative-Small</td>
<td>N-S</td>
</tr>
<tr>
<td>4</td>
<td>Zero-Error</td>
<td>Z-E</td>
</tr>
<tr>
<td>5</td>
<td>Positive-Small</td>
<td>P-S</td>
</tr>
<tr>
<td>6</td>
<td>Positive-Medium</td>
<td>P-M</td>
</tr>
</tbody>
</table>

Table 4. Fuzzy rule base

<table>
<thead>
<tr>
<th>E.C/ E</th>
<th>N-B</th>
<th>N-M</th>
<th>N-S</th>
<th>Z-E</th>
<th>P-S</th>
<th>P-M</th>
<th>P-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-B</td>
<td>N-B</td>
<td>N-B</td>
<td>N-B</td>
<td>N-B</td>
<td>N-B</td>
<td>N-M</td>
<td>Z-E</td>
</tr>
<tr>
<td>N-M</td>
<td>N-B</td>
<td>N-B</td>
<td>N-B</td>
<td>N-B</td>
<td>N-M</td>
<td>Z-E</td>
<td>P-M</td>
</tr>
<tr>
<td>N-S</td>
<td>N-B</td>
<td>N-B</td>
<td>N-M</td>
<td>Z-E</td>
<td>P-S</td>
<td>P-M</td>
<td>P-B</td>
</tr>
<tr>
<td>Z-E</td>
<td>N-B</td>
<td>N-B</td>
<td>N-M</td>
<td>Z-E</td>
<td>P-M</td>
<td>P-B</td>
<td>P-B</td>
</tr>
<tr>
<td>P-S</td>
<td>N-M</td>
<td>Z-E</td>
<td>P-M</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
</tr>
<tr>
<td>P-M</td>
<td>N-M</td>
<td>Z-E</td>
<td>P-M</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
</tr>
<tr>
<td>P-B</td>
<td>Z-E</td>
<td>P-M</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
<td>P-B</td>
</tr>
</tbody>
</table>

Fig. 11. T1FLC membership functions of error & change error input variable

Fig. 12. Experimental system –Feedback Digital Pendulum [41, 42]

Fig. 13. Control system scheme [35]

Fig. 14. Control system scheme [35]
graphs prove clearly that there is a strong influence for using the fractional-order instead of integer-order on the T1FLC structure. All the time response characteristics are reduced.

Table 5 combines the major characteristics of the two controllers using the four evolutionary algorithms with enhancement percentage between the two controllers.

Table 6 shows the optimum parameters of the two controllers T1FLC & FOT1FLC with SSO only. Fig. 17 is a chart represents the improvement in characteristics between T1FLC & FOT1FLC with SSO only.

8. CONCLUSIONS

The IOFLC and FOFLC controllers were utilized to run an inverted-pendulum-system on a cart using a (a digital pendulum control experimental system-33-936-S), and the controller’s (Gains) parameter were optimized using four evolutionary optimizations (GA), (PSO), (ACO), and (ACO)
The four evolutionary optimization techniques are compared to the results of tuned IOFLC and FOFLC with evolutionary optimization.

The comparisons between IOFLC and FOFLC, as well as different optimization strategies for each controller. The result appears that firstly the action of FOFLC is higher than the IOFLC along the four evolutionary optimization algorithms. Secondly FOFLC and SSO perform the best in settling time, peak time and peak value. The least tuning time is in (SSO) for both IOFLC and FOFLC. It’s clearly the SSO is the best optimization algorithm. Other control techniques can be suggested for future work extension of this study and for the sake of comparison [43–45].
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